Review Chap 5: Credibility Theory
Fall 2023 Actuarial Modelling, Nankai University
TA: Yuan Zhuang (Instructor: Prof. Lianzeng Zhang)
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Why Credibility Theory?

Sometimes, experience data is very scarce

Use the data in hand as well as the experience of others in determining rates and
premiums

How to balance current information and other collateral information?

76, + (1 - Z)6,

3/22



What’s each section about?
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Section 5.2: According to frequentist approach, what is the necessary number of
claims if we want to fully trust them? When inadequate samples are found, what
should we do to balance current samples and other accessible data? (Classical
credibility theory)

Section 5.3: In Bayesian statistics, how can we update our knowledge of underlying
parameters? (Bayesian credibility theory)

Section 5.4: Posterior distribution may be difficult to determine, and the posterior
mean may not be conveniently expressible as a linear combination of prior mean and
sample mean. Is there a new theory? (Greatest accuracy credibility theory /
Biihlmann credibility)

Section 5.5: How can we estimate E [s*(®)], E[m(®)] and V ar[m(®)] ? (Empirical
Bayes approach to credibility theory)
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Full credibility (Page 161 - 162)

e Limited fluctuation around real 0

Prob [|6, — 0| < k6] =Prob [, — k60 <O <O, + k0] > 1 -«
e Compound Poisson, .S':

2 2 2
Z_an E (X?) _ Zi—an2
k2 E2(X) k2

rA > [1 + cvz(X)]

e Compound Poisson, N:
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Full credibility (Page 161 - 162)

e Compound binomial, S (r = 1):

ke | ey

S Z%—a/Z [E(Xz) q]

e Compound binomial, N (r = 1):

Z2
mg > =22 (1 - g)
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Partial credibility (Page 163 - 164)

Compound Poisson, .S
P(ZS -7Z0| <kf)=1-a
2 E (XZ)

Z
2%1-a2 2 ri
rA=2"—————=Zngy ,HOrL =
k?E%(X) (e NE(k,a)
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Bayesian Statistics (Page 164 - 165)

e Frequentist statistician: 6 is fixed!

Bayesian statistician: 0 follows a distribution!
Conditional density: Ixje(x | 9)
Prior(subjective): fg(6)

When new information comes:

fox(0:X)  fxeX|0)fe(0)
fx(X) J fxex10)fe(0)do

fox(0 | x) =

Given a particular loss function, we could get the Bayesian estimator
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Normal | Normal model (Page 165 - 167)

e X |0isN (6, 02) where &2 is known
° HE/,t~N(,uO,0'(2))

n =2 1 - (9_”2)2
fox® 1) e 22— >0
V2o,
(0-0")®
xe 207,
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Normal | Normal model (Page 165 - 167)

0" is a weighted average of prior mean g, and sample mean X
2

. 0" = %0 > o*/n
= 2 5 2 Ho
6y +o°/n 6y +o°/n
2
o, 2
. 7= 0 _ nloc _ n

a(% +02/n  nle? + 1/(7(2) n+ 62/63

Z is an increasing function of n for fixed o-(% and o2

The variance of the posterior can be made as small as desirable by taking a large
enough sample size n
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Poisson | Gamma model (Page 167 - 170)

o A~T(a,p)
¢ i
H'.’zl Mie™* gaja=1,-pA
Fax(A | X) 4 — 4
IIjzlxj! ['(a)

- /12 xj+a—le—i(n+ﬂ)

o /1|x~F(2xj+a,n+ﬁ)
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Poisson | Gamma model (Page 167 - 170)

e Posterior mean (Bayesian estimator of A with quadratic loss):

XX t+a
n+p
n X% P a

n+f n +ﬂ+nﬂ
=Zx+ (1 —Z)u,

E(A|X) =
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An old photo from about 10 years ago

[&] 1: Prof. Hans BiihImann and Prof. Lianzeng Zhang
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Basic Theory (Page 170-173)

mmE[ s B ]]2

2
E [Xn+1 - [ao +a Z Xj]] = (na*+ 1) E [s*(®)] + E [(na— Hm(®) + a0]2
j=l1

° Letaj=a
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Biihimann Credibility (Page 174-175)

n —

n+ E [s2(©)] 1V ar[m(®)]

- - E[m®
+< n+ E [s%(0)] /Var[m(@)]> Ol

=ZX + (1 — Z)E[m(®)],

E (X, | X=x) =

Z=nln+K)

K = E [s%(®)] /Var[m(®)]

E [s*(®)]: Expected value of the Process Variance (EPV)
V ar[m(®)]: Variance of the Hypothetical Means (VHM)
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Motivation

e Calculation of E[s2(®)], E[m(®)] and V ar[m(®)] needs assumption on prior
distribution (subjective)

e Can we estimate E[s2(®)], E[m(®)] and V ar[m(0®)] from current samples?
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Model 1 (Page 176-180)
n
e The data are of the form { {X,.j },]il } v where X;; represents the aggregate claims
=1 f;-

in the j™ year from the i*" risk.

o X, =Y X;/n (BRIEHNIHEARIE)

« E(©)]=X (X, HFH)

e k£ [57(\9)] = ZIIL Z;=1 (Xij - Xi)z/(N(” - 1)) (%RLB&%EW&ZISH%E’J$Y—J)

e Varim@®) = ¥V, (X, —X)ZI(N )= XN S (X = X) N - 1) (%
REARERSENRATE, TEER E [ 2(@)] n W)

" X, +(1- " E[m(©)]
n+ E [s2(©)] IV ar[m(©)] n+ E [s2(©)] IV arlm(©)]

21/22



Model 2: Bithimann-Straub Credibility (Page 180-183)

e Other relevant information like premium income or number of policies is given

e Using volume and samples to determine estimation of E[S2(®)], E[m(®)] and
Var[m(©)]
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