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Why Credibility Theory?

• Sometimes, experience data is very scarce
• Use the data in hand as well as the experience of others in determining rates and

premiums
• How to balance current information and other collateral information?
•

Z ̂𝜃𝑠 + (1 − Z) ̂𝜃𝑐
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What’s each section about?

• Section Ÿ.ŵ: According to frequentist approach, what is the necessary number of
claims if we want to fully trust them? When inadequate samples are found, what
should we do to balance current samples and other accessible data? (Classical
credibility theory)

• Section Ÿ.Ŷ: In Bayesian statistics, how can we update our knowledge of underlying
parameters? (Bayesian credibility theory)

• Section Ÿ.ŷ: Posterior distribution may be difficult to determine, and the posterior
mean may not be conveniently expressible as a linear combination of prior mean and
sample mean. Is there a new theory? (Greatest accuracy credibility theory /
Bühlmann credibility)

• Section Ÿ.Ÿ: How can we estimate 𝐸 [𝑠2(Θ)], 𝐸[𝑚(Θ)] and 𝑉 𝑎𝑟[𝑚(Θ)] ? (Empirical
Bayes approach to credibility theory)
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Full credibility (Page ŴŹŴ - ŴŹŵ)

• Limited fluctuation around real 𝜃
•

Prob [| ̂𝜃𝑠 − 𝜃| ≤ 𝑘𝜃] = Prob [ ̂𝜃𝑠 − 𝑘𝜃 ≤ 𝜃 ≤ ̂𝜃𝑠 + 𝑘𝜃] ≥ 1 − 𝛼
• Compound Poisson, 𝑆：

𝑟𝜆 ≥
𝑧2

1−𝛼/2
𝑘2

𝐸 (𝑋2)
𝐸2(𝑋)

=
𝑧2

1−𝛼/2
𝑘2 [1 + 𝑐𝑣2(𝑋)]

• Compound Poisson, 𝑁 :

𝑟𝜆 ≥
𝑧2

1−𝛼/2
𝑘2
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Full credibility (Page ŴŹŴ - ŴŹŵ)

• Compound binomial, 𝑆 (𝑟 = 1):

𝑚𝑞 ≥
𝑧2

1−𝛼/2
𝑘2 [

𝐸 (𝑋2)
𝐸2(𝑋)

− 𝑞
]

• Compound binomial, 𝑁 (𝑟 = 1):

𝑚𝑞 ≥
𝑧2

1−𝛼/2
𝑘2 (1 − 𝑞)
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Partial credibility (Page ŴŹŶ - ŴŹŷ)

Compound Poisson, 𝑆
𝑃 (|Z ̄𝑆 − Z𝜃| ≤ 𝑘𝜃) = 1 − 𝛼

𝑟𝜆 = Z2 𝑧2
1−𝛼/2𝐸 (𝑋2)
𝑘2𝐸2(𝑋)

= Z2𝑛𝐹 (𝑘,𝛼) or Z =
√

𝑟𝜆
𝑛𝐹 (𝑘,𝛼)
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Bayesian Statistics (Page ŴŹŷ - ŴŹŸ)

• Frequentist statistician: 𝜃 is fixed!
• Bayesian statistician: 𝜃 follows a distribution!
• Conditional density: 𝑓X∣Θ(x ∣ 𝜃)
• Prior(subjective): 𝑓Θ(𝜃)
• When new information comes:

𝑓Θ∣X(𝜃 ∣ x) =
𝑓Θ,X(𝜃, x)

𝑓X(x) =
𝑓X∣Θ(x ∣ 𝜃)𝑓Θ(𝜃)

∫ 𝑓X∣Θ(x ∣ 𝜃)𝑓Θ(𝜃)𝑑𝜃

• Given a particular loss function, we could get the Bayesian estimator
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Normal | Normal model (Page ŴŹŸ - ŴŹź)

• 𝑋 ∣ 𝜃 is 𝑁 (𝜃, 𝜎2) where 𝜎2 is known

• 𝜃 ≡ 𝜇 ∼ 𝑁 (𝜇0, 𝜎2
0)

•

𝑓Θ∣X(𝜃 ∣ x) ∝ 𝑒− 𝑛
2𝜎2 (𝜃−�̄�)2 1

√2𝜋𝜎0
𝑒

− (𝜃−𝜇0)2

2𝜎2
0

∝ 𝑒− (𝜃−𝜃∗)2

2𝜎∗2 ,

• 𝜃∗ =
(

𝑛�̄�
𝜎2 + 𝜇0

𝜎2
0 )

/
(

𝑛
𝜎2 + 1

𝜎2
0 )

and 𝜎∗2 =
(

1
𝜎2/𝑛

+ 1
𝜎2

0 )

−1
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Normal | Normal model (Page ŴŹŸ - ŴŹź)

• 𝜃∗ is a weighted average of prior mean 𝜇0 and sample mean �̄�

• 𝜃∗ =
𝜎2

0
𝜎2

0 + 𝜎2/𝑛
�̄� + 𝜎2/𝑛

𝜎2
0 + 𝜎2/𝑛

𝜇0

• Z =
𝜎2

0
𝜎2

0 + 𝜎2/𝑛
= 𝑛/𝜎2

𝑛/𝜎2 + 1/𝜎2
0

= 𝑛
𝑛 + 𝜎2/𝜎2

0
• Z is an increasing function of 𝑛 for fixed 𝜎2

0 and 𝜎2

• The variance of the posterior can be made as small as desirable by taking a large
enough sample size 𝑛

Ŵŵ/ŵŵ



Poisson | Gamma model (Page ŴŹź - Ŵźų)

• 𝜆 ∼ Γ(𝛼, 𝛽)
•

𝑓Λ∣X(𝜆 ∣ x) ∝
∏𝑛

𝑗=1 𝜆𝑥𝑗 𝑒−𝜆

∏𝑛
𝑗=1 𝑥𝑗!

𝛽𝛼𝜆𝛼−1𝑒−𝛽𝜆

Γ(𝛼)

∝ 𝜆∑ 𝑥𝑗+𝛼−1𝑒−𝜆(𝑛+𝛽)

• 𝜆 ∣ x ∼ Γ (∑ 𝑥𝑗 + 𝛼, 𝑛 + 𝛽)
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Poisson | Gamma model (Page ŴŹź - Ŵźų)

• Posterior mean (Bayesian estimator of 𝜆 with quadratic loss):

𝐸(Λ ∣ x) =
∑ 𝑥𝑗 + 𝛼

𝑛 + 𝛽

= 𝑛
𝑛 + 𝛽

∑ 𝑥𝑗
𝑛 + 𝛽

𝛽 + 𝑛
𝛼
𝛽

= Z�̄� + (1 − Z)𝜇0
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An old photo from about Ŵų years ago

图 Ŵ: Prof. Hans Bühlmann and Prof. Lianzeng Zhang
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Basic Theory (Page Ŵźų-ŴźŶ)

•

min𝐸
⎛
⎜
⎜
⎝
𝑋𝑛+1 −

⎡⎢⎢⎣
𝑎0 +

𝑛

∑
𝑗=1

𝑎𝑗𝑋𝑗
⎤⎥⎥⎦

⎞
⎟
⎟
⎠

2

• Let 𝑎𝑗 = 𝑎

𝐸
⎛
⎜
⎜
⎝
𝑋𝑛+1 −

⎡⎢⎢⎣
𝑎0 + 𝑎

𝑛

∑
𝑗=1

𝑋𝑗
⎤⎥⎥⎦

⎞
⎟
⎟
⎠

2

= (𝑛𝑎2 + 1) 𝐸 [𝑠2(Θ)] + 𝐸 [(𝑛𝑎 − 1)𝑚(Θ) + 𝑎0]
2
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Bühlmann Credibility (Page Ŵźŷ-ŴźŸ)

•
𝐸 (𝑋𝑛+1 ∣ X = x) = 𝑛

𝑛 + 𝐸 [𝑠2(Θ)] /𝑉 𝑎𝑟[𝑚(Θ)]
X

+
(

1 − 𝑛
𝑛 + 𝐸 [𝑠2(Θ)] /𝑉 𝑎𝑟[𝑚(Θ)])

𝐸[𝑚(Θ)]

=ZX + (1 − Z)𝐸[𝑚(Θ)],
• Z = 𝑛/(𝑛 + 𝐾)
• 𝐾 = 𝐸 [𝑠2(Θ)] /𝑉 𝑎𝑟[𝑚(Θ)]
• 𝐸 [𝑠2(Θ)]: Expected value of the Process Variance (EPV)
• 𝑉 𝑎𝑟[𝑚(Θ)]: Variance of the HypotheticalMeans (VHM)
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Motivation

• Calculation of 𝐸[𝑠2(Θ)], 𝐸[𝑚(Θ)] and 𝑉 𝑎𝑟[𝑚(Θ)] needs assumption on prior
distribution (subjective)

• Can we estimate 𝐸[𝑠2(Θ)], 𝐸[𝑚(Θ)] and 𝑉 𝑎𝑟[𝑚(Θ)] from current samples?
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Model Ŵ (Page ŴźŹ-ŴŻų)
• The data are of the form {{𝑋𝑖𝑗}

𝑁
𝑖=1}

𝑛

𝑗=1
, where 𝑋𝑖𝑗 represents the aggregate claims

in the 𝑗th year from the 𝑖th risk.
• �̄�𝑖 = ∑𝑛

𝑗=1 𝑋𝑖𝑗 /𝑛（各风险组内的样本均值）
• 𝐸[(Θ)] = �̄�（�̄�𝑖的平均）

• 𝐸 [𝑠2(Θ)] = ∑𝑁
𝑖=1 ∑𝑛

𝑗=1 (𝑋𝑖𝑗 − �̄�𝑖)
2 /(𝑁(𝑛 − 1))（各风险组内样本方差的平均）

• ̂𝑉 𝑎𝑟[𝑚(Θ)] = ∑𝑁
𝑖=1 (�̄�𝑖 − �̄�)

2 /(𝑁 − 1) − ∑𝑁
𝑖=1 ∑𝑛

𝑗=1 (𝑋𝑖𝑗 − �̄�𝑖)
2 /(𝑛𝑁(𝑛 − 1))（各

风险组内样本均值的样本方差，还需要经过 𝐸 [𝑠2(Θ)] /𝑛的调整）
•

𝑛
𝑛 + 𝐸 [𝑠2(Θ)] /𝑉 𝑎𝑟[𝑚(Θ)]

X𝑖 +
(

1 − 𝑛
𝑛 + 𝐸 [𝑠2(Θ)] /𝑉 𝑎𝑟[𝑚(Θ)])

𝐸[𝑚(Θ)]
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Model ŵ: Bühlmann-Straub Credibility (Page ŴŻų-ŴŻŶ)

• Other relevant information like premium income or number of policies is given
• Using volume and samples to determine estimation of 𝐸[𝑠2(Θ)], 𝐸[𝑚(Θ)] and

𝑉 𝑎𝑟[𝑚(Θ)]
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